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Abstract—Predicting specularities in images, given the camera pose and scene geometry from SLAM, forms a challenging and open
problem. It is nonetheless essential in several applications such as retexturing. A recent geometric model called JOLIMAS partially
answers this problem, under the assumptions that the specularities are elliptical and the scene is planar. JOLIMAS models a moving
specularity as the image of a fixed 3D quadric. We propose dual JOLIMAS, a new model which raises the planarity assumption. It uses
the fact that specularities remain elliptical on convex surfaces and that every surface can be divided in convex parts. The geometry of
dual JOLIMAS then uses a 3D quadric per convex surface part and light source, and predicts the specularities by a means of virtual
cameras, allowing it to cope with surface’s unflatness. We assessed the efficiency and precision of dual JOLIMAS on multiple synthetic
and real videos with various objects and lighting conditions. We give results of a retexturing application. Further results are presented
as supplementary video material.

Index Terms—Specularity Prediction, Augmented Reality, Retexturing, Quadric, Multiple Light Sources.

1 INTRODUCTION

SLAM (Simultaneous Localization And Mapping) has matured recently.
It facilitates practical industrial applications, with numerous methods
publicly available, providing real-time camera localization [11, 37] and
3D reconstruction [31, 40]. Most SLAM approaches assume the scene
to be Lambertian (matte surfaces), a condition which is not verified in
a scene with specular materials such as metal, plastic and porcelain.
Due to a mirror-like interaction between light sources and specular
materials, specularities appear, adding drastic changes in the image
intensity. As noted by Blake [3], specularities are used in human
scene understanding to perceive the shape and type of material. In
computer vision, specularities play an important role and are the subject
of numerous studies [1, 9, 13, 18]. They may be discarded, but can
also be used as visual cues. On the one hand, they may be used to
improve camera/object localization [8, 21, 30] or 3D reconstruction
[41]. On the other hand, they can drastically improve the perceptual
quality in augmented and diminished reality [33, 43]. There is thus
a need to predict the specularities in several applications. This is a
challenging problem, even in a context where the camera pose and
scene geometry are known. The visual appearance of a specularity
depends on various physical properties of the scene: the geometry, the
materials, the light sources and the camera. Knowing the geometry
and camera pose, the visual appearance of a specularity may in some
cases be equally well-explained by the light intensity and the material
properties (reflectance, roughness). This ambiguity makes the problem
of specularity prediction particularly challenging.

Existing methods [15, 38] do not express specularities explicitly but
include them in a process of lighting condition reconstruction. These
methods require one to compute numerous parameters on the materials
and light sources, and do not predict the specularity on new view-
points. More generally, existing methods fall in two categories: global
illumination and light source reconstruction. However, there exists a
third category of approaches where specularity prediction is cast as a
multiple-view reconstruction problem. Recent works [28, 29] showed
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that a specularity on a planar surface can be well approximated by an
ellipse under a light bulb or a fluorescent lamp illumination. A model
called JOint LIght-MAterial Specularity (JOLIMAS) was proposed that
abstracts the light-matter interaction and treats the problem with geom-
etry. This model uses a fixed 3D quadric whose projection predicts the
specularity’s shape on existing and new viewpoints. The 3D quadric
reconstruction is achieved from at least three viewpoints. We refer to
this model as primal JOLIMAS.

(a) (b)

Figure 1: Specularity prediction on two non-planar objects. With the
hypothesis of elliptical specularities on planar and convex surfaces,
we reconstructed such a 3D quadric whose perspective projection fits
the specularities in new viewpoints. A 3D quadric is created for each
convex surface and each light source. (a) real sequence of a rocket
replica (middle) with one fluorescent lamp (top). Our model is able to
predict specularities (bottom) on different parts of the rocket for new
viewpoints (shown as blue ellipses). In (b), we use a light bulb (top) to
illuminate a yellow glass vase (middle).

We bring three main contributions to the geometric modeling of
specularities. Firstly, we study the main limitation of primal JOLIMAS,
which is its inability to work on non-planar surfaces, in section 2.
Secondly, we address this limitation with dual JOLIMAS in section
3. This new model generalizes primal JOLIMAS to piecewise smooth
surfaces while keeping its functionality on planar surfaces. The key



idea is that specularities remain elliptical on convex surfaces. Dual
JOLIMAS is based on a virtual camera representation which associates
a virtual camera to each specularity with known camera pose and
surface geometry. Since every surface can be divided into convex pieces,
we can model and predict specularities on any piecewise smooth surface
as shown in figure 1. In practice, we represent a surface by a mesh and
use approximate convex decomposition, as explained in section 4. We
then reconstruct a 3D quadric for each convex part and light source.
We give the details of our pipeline for specularity prediction and how
we compute the virtual camera representation for new viewpoints in
section 5. The efficiency and precision of our method are validated on
multiple synthetic and real sequences with various objects and lighting
conditions in section 6. Finally, we use geometric specularity prediction
to achieve dynamic retexturing, as described in section 7.

2 RELATED WORK

Most approaches to specularity prediction explicitly model the light
sources or lighting conditions for the scene and render a synthetic
specularity afterwards. These methods are split in two categories:
global illumination rendering and light source estimation.

Global illumination rendering. Methods in this category favor
the quality of rendering by solving the rendering equation [14,16]. This
equation describes the total amount of light emitted from a point P
along a particular viewing direction, given a function for the incoming
light and a BRDF. These approaches do not generally compute the
physical attributes of the light sources. For instance, [15] captures a 4D
light field over a small planar specular surface. By reconstructing the
diffuse and specular components, it achieves a convincing rendering.
However, it is unable to predict the specular component for viewpoints
unknown during the initial reconstruction. Moreover, light sources with
changing states (on/off) are not handled. Recently, [38] extended [15]
by adding material segmentation for complex surfaces reconstructed
using an RGB-D sensor, but shared the same limitations as [15]. As
a consequence, [15, 38] and similar approaches such as [25] cannot
predict specular reflections for new viewpoints.

Light source estimation. We distinguish two categories of light
sources: directional sources and point sources. In an outdoor context, a
directional source is often assumed but can also provide interesting re-
sults indoor. For instance, [20] uses specularities to compute directional
sources with a moving object observed from a fixed viewpoint. How-
ever, specularity prediction requires information on the shape, intensity
and position of the light source as well as the material properties. Point
light source reconstruction methods such as [6, 7, 10, 17, 42] experience
the same issues. Moreover, extended sources such as fluorescent lamps
are not modeled by point light sources, which limits applicability.

Geometric modeling. Considering the specularity as a geometric
cue in the scene has been little studied in the literature. [4] showed that
specularity movement is linked to surface curvature. In the context of
known camera poses and known geometry, the specularity movement
can then be predicted. However, no information is given on the shape
transformation due to curvature changes. Primal JOLIMAS [28] showed
that for planar glossy surfaces, a specularity created from a light bulb
or fluorescent lamp is elliptical. By reconstructing a fixed 3D quadric
from several ellipses, this method predicts the specular shape for new
viewpoints by simple perspective projection of the 3D quadric. It
abstracts light and material interactions, and is used for retexturing.
However, it only handles planar surfaces, which drastically limits its
applicability. Primal JOLIMAS uses the following hypotheses:

1. Specular reflections are elliptical on planar surfaces, as in the
Phong [32] and Blinn-Phong [5] models

2. A light source is associated with a single specularity on planar
surfaces

3. There is a unique fixed 3D quadric located ‘under’ the planar
surface whose perspective projection fits the specular shape in the
image

Primal JOLIMAS is closely related to the field of SfM (Structure-from-
Motion) using mirror reflections such as [19, 26, 34]. In multiple-view
geometry, we distinguish several cases to reconstruct a static object
using perspective projection. The simplest case is when an object is
directly observed in a scene. Its image corresponds to its perspective
projection. For an object observed through a perfect planar mirror, its
image corresponds to the perspective projection of the symmetric of the
object about the mirror’s normal. For a point light source, its intensity
combined with the sensitivity of the sensor causes the image of the point
light source to not correspond exactly to the perspective projection of
the light source. In the case of a specularity, in addition to the intensity
of the light source and the sensor sensitivity, the image of a point
light source observed through a shiny surface (mirror-like behavior)
is affected by the surface’s material (reflectance and roughness). This
image thus does not correspond exactly to the perspective projection of
the symmetric of the light source according to the normal of the surface.
This image is called a specularity. This mismatch of shape seems to be
represented in the scale change of the light source. As shown in [28],
this transformation in scale seems to be constant along every viewpoint
for planar surfaces. [28] has proposed to match the specularity shape
by projecting a fixed 3D quadric. This fails if the surface is non-planar
because the 3D quadric is not fixed in space (ellipses are not epipolar
consistent, as illustrated in figure 2). The problem is more complex
because the reflected image of the light source (specularity) through a
curved surface (mirror or specular surface) can be drastically distorted.
To solve this issue, the distortion of the specularity should be included
in the model.

(a) (b)

Figure 2: Epipolar geometry of the ellipses for three camera poses
Π1, Π2 and Π3 and a point light source L using primal JOLIMAS
on a sphere. The scene is showed in (a) and the associated ellipses
and epipolar lines in (b). The epipolar geometry is not respected.
This results in an incorrect 3D quadric reconstruction and incorrect
specularity prediction.

Proposed model. Our approach extends [28] to non-planar sur-
faces, while maintaining the elliptical specularity hypothesis even for
extended light sources. We address the issues of primal JOLIMAS
which fails to reconstruct a fixed 3D quadric in space on non-planar ob-
jects in our new model dual JOLIMAS. We use virtual cameras obtained
by computing the symmetric of the real cameras about the tangent plane
of particular points on the surface. As opposed to [28], our 3D quadric
reconstruction is located near the real light source, which is fixed, rather
than its symmetric.

3 DUAL JOLIMAS
3.1 Notation and Formalization
A typical 3D scene contains a camera of pose Π =

[
R V

]
and a

light source L. A surface point is written P with its normal N̂(P).
Defining the normalization operator µ(A) = A

‖A‖ , we use L̂ as the



normalized vector of the incident light ray from the light source L such
that L̂(P) = µ(L−P) and V̂ as the normalized vector of the reflected
ray from the camera V such that V̂(P) = µ(V−P). The tangent plane

P is defined by πP =

[
N̂(P)
−d

]
with d the distance of the plane to the

origin. Every virtual entity computed by symmetry is noted with ~ ,
such as the virtual camera position Ṽ and the virtual pose Π̃.

3.2 Principle
For a planar surface, we can see the specularity as the mirrored image
of the light source. However, for curved surfaces, this mirrored image
is distorted and incoherent with the actual light source position and
shape. From the specularities, we cannot reconstruct a consistent 3D
object located near the light source. The main idea of dual JOLIMAS
is to use virtual cameras to reconstruct a 3D quadric coherent with the
actual light source. These virtual cameras are computed by symmetry
of the real cameras about the surface. As opposed to planar surfaces,
the normal varies across curved surfaces, making the choice of the
virtual camera to use ambiguous. For a given pose and specularity,
which point of the surface should we choose to compute the virtual
camera?

3.3 The Importance of the Brightest Point
On convex surfaces, several properties can be highlighted. Firstly, a
specularity is elliptical, as seen in figure 3. Secondly, a light source is
associated with a unique specularity. Finally, from a planar surface to a
convex surface, a specularity is only affected by the scale of the ellipse.

(a) (b)

Figure 3: Specularities on convex surfaces such as a foam ball (a) and
a water heater (b). The hypothesis of elliptical specularity still holds on
these surfaces, as seen on the ellipse fitted on the close-up of (a) and
(b). For each convex surface, there is a light source for each specularity
(one light source in (a) and two light sources in (b)).

Several studies such as [13, 27, 39] highlights the importance of a
specific point called brightest point which is unique within a specularity.
In any direction around this point, the intensity of the specularity
decreases. This point is very important in optics because for a fixed
camera pose and light source position, it follows the law of reflexion:

L̂(P) = 2(N̂(P)>V̂(P))N̂(P)− V̂(P). (1)

This implies that the brightest point is not affected by the distortion
induced by the surface curvature. If we compute the symmetric of the
camera about the tangent plane at this point, we obtain a virtual camera
which points directly at the real light source through the specularity,
as illustrated in figure 4. By computing a virtual camera for each
specularity, we can thus reconstruct a fixed 3D quadric located near
the real light source whose perspective projection fits the specularities’
shape.

In the supplementary material, we show that the brightest point
under Phong’s model is unique and located at the intersection of the
line containing the light source L and the symmetric position Ṽ of
the camera for planar surfaces. For convex surfaces, this property
holds if the point of the surface used to compute Ṽ is the same as the
intersection point, as illustrated in figure 4. In practice, the brightest

(a) (b)

(c)

Figure 4: Dual JOLIMAS uses virtual cameras, producing epipolar
consistent ellipses. In (a), we show the law of reflection on a convex
surface. The brightest point PB is associated to the point on the surface
where the intersection of the line containing the virtual camera position
Ṽ (in green) and the light source position L is the same as the point of
the surface used to compute the virtual camera. In (b), we show dual
JOLIMAS on a convex surface for three given camera poses Π1, Π2
and Π3. The virtual camera poses (in green) allow us to reconstruct a
3D quadric around the light source L. In (c), we show that our virtual
representation allows the ellipses to respect the epipolar geometry.

point computation needs to be accurate because the virtual cameras
can be sensitive to normal errors. We give a robust brightest point
computation method from geometric priors on the surface mesh in
section 5.2.

3.4 Model Computation
We compute dual JOLIMAS from the virtual cameras depending on the
brightest point. As an initial guess of the brightest point PB, from our
initial specularity detection, we take the gravity center of the specularity
contour. In practice, the brightest point is not unique in the image
since specularities often cause the camera to saturate. Following the
symmetry used in [24], for instance, we compute a virtual camera pose
Π̃ from the real camera Π as:

Π̃= ΠS with S=

[
I3−2N̂(P)N̂(P)> 0
−2dN̂(P) 1

]>
. (2)

For a single light source, the model estimation pipeline is described in
figure 5. An example of our virtual representation is presented in figure
4(b). For multiple light sources, the pipeline is simply repeated.

4 PIECEWISE-CONVEX SURFACES

4.1 Principle
For each light source, we have a unique brightest point and more
generally a unique specularity per convex surface. This hypothesis can
be associated to a mirror behavior of convex shapes. In this mirror,
the reflexion of a given object will be distorted but the image will be
unique. We can represent an object’s 3D model as a combination of
convex surfaces. In practice, we reconstruct a 3D quadric for each
convex piece and each light source.
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Figure 5: Pipeline of the method describing the inputs, the computation
of the model and the specularity prediction process producing an ellipse.
This ellipse describes the shape and the position of the specularity.
This geometric representation abstracts parameters of the material
(reflectance and roughness) and the light source (intensity, position,
shape, color).

4.2 Approximate Convex Decomposition

According to Lien et al. [22], every mesh can be fairly approximated
as the union of convex surfaces. Approximate convex decomposition is
often used in physical engines to speed up collision detection. Our goal
is to determine a convex decomposition of a surface S, which consists in
partitioning it into a minimal set of convex sub-surfaces. This process
aims to determine a partition of the mesh triangles with a minimal
number of clusters, while ensuring that each cluster has a concavity
lower than a user defined threshold. Exact convex decomposition is
NP-hard and would be impractical since it may produce an overly large
number of clusters. We then use an approximate convex decomposition
library called V-HACD1 to segment our mesh into several convex
surfaces. Using this decomposition, our model is generalized to non-

1github.com/kmammou/v-hacd

planar objects by reconstructing a 3D quadric for each convex surface.
We illustrate this decomposition in figures 6(c) and 6(d). The meshes
used for the decomposition are reconstructed using the HandySCAN
3D scanner from Creaform2 as shown in figures 6(a) and 6(b).

(a) (b)

(c) (d)

Figure 6: Object scanning and approximate convex decomposition. In
(a), we use the HandySCAN 3D on a vase and show the reconstructed
mesh in (b). For the two meshes scanned from real objects presented
in figure 1, we show results of the approximate convex decomposition
algorithm. The rocket replica mesh (a) was divided into 7 convex
surfaces, so was the yellow vase . We have one specularity per convex
piece and per light source, and a 3D quadric was reconstructed for each.

5 SPECULARITY PREDICTION FOR NEW VIEWPOINTS

5.1 Principle
Specularity prediction is achieved in primal JOLIMAS by projecting
the resulting 3D quadric in a new viewpoint giving the ellipse fitting the
new specularity. However, in dual JOLIMAS, for a new viewpoint, the
position of the brightest point is required to compute the virtual camera.
This virtual camera will then be used to project the reconstructed 3D
quadric adequately. As an initial guess, we approximate this brightest
point by considering the center of the 3D quadric as our point light
source L position. This point is then projected according to the virtual
camera pose on the input mesh.

5.2 Brightest Point Computation
According to equation (1), a surface point P is considered as the bright-
est point if µ(Ṽ−P) and µ(L−P) are collinear. This means that the
surface point P used to compute the virtual camera must be identical to
the intersection point of the line containing the virtual camera Ṽ and
the light source L with the tangent plane πP of S at P. This property is
illustrated in figure 7(a). The intersection point PI is defined by:

PI = Ṽ+
Ṽ>N̂(P)−d
(L− Ṽ)>N̂(P)

(L− Ṽ) (3)

with

Ṽ =
[
I3−2N̂(P)N̂(P)> −2dN̂(P)

][V
1

]
,

and δ the 3D euclidean distance. The brightest point computation must
be done for each convex surface and each light source. Our estimation
of the brightest point is described in the algorithm 1.

2www.creaform3d.com/en



Algorithm 1 Simplified brightest point computation from the camera
pose, the CAD model and the light source position computer from the
center of the 3D quadric.

1: procedure BRIGHTESTPOINTCOMPUTATION(Pose, Model, L)
2: BP← initial_BP
3: do
4: VirtualPose← compute_virtual_pose(Pose, BP)
5: P← model_intersection(L,VirtualPose,Model)
6: search_direction← P−BP

‖P−BP‖
7: BP← BP+ search_direction
8: while BP 6= P
9: return BP

5.3 Normal Interpolation

To compute coherent virtual cameras, an accurate normal information
is important. On a mesh, this information is only provided by the
edges and the faces. To find the most accurate brightest point, we
need to retrieve the normal variation accurately within the different
mesh polygons. To answer this issue, we use a normal interpolation
process between the different mesh polygons which is similar to the
normal interpolation of Phong using [32]. We start from a given point P
within a mesh polygon of unknown normal N̂(P). After computing the
normals N̂i for every vertices i of the triangle, we draw a line including
P in a chosen direction (the y axis for instance) which will intersect
several edges of the polygon. For these intersection points, we compute
their normal by linear interpolation. The final normal N̂(P) is computed
from the linear interpolation of the intersection points’ normals along
the line, as illustrated in figure 7(b).

(a) (b)

Figure 7: Brightest point computation and normal interpolation. In
(a), our brightest point computation algorithm is illustrated. From a
rough initialization P1, we compute the virtual camera Ṽ1 and the line
containing Ṽ1 and L. Since the intersection PI,1 between the line and
the surface S is not equal to P1, we iterate to the next point on the
surface in the direction of the intersection point. This process stops
when the distance between P and PI is minimal. In order to retrieve
the normal information on any point of the surface, we compute a
precise normal using normal interpolation in (b). In this example, from
a polygon with three vertex normals, the normal N̂(P) of P is computed
by first interpolating the normals of the horizontal line containing P
with the polygon edges giving N̂12 and N̂23. From linear interpolation
of these two normals, N̂(P) is computed.

6 EXPERIMENTAL RESULTS

We have tested specularity prediction on synthetic and real data to
evaluate the improvement over previous work, the sensitivity of the
model to curvature changes and the robustness of our method to a
noisy brightest point. Specularity prediction is evaluated using the 2D
distance between the specularity contour and the predicted ellipse, as
defined in [35]. We compute a prediction error as a percentage by
computing the mean error per contour point compared to the size of the
frame.

6.1 Comparison with Primal JOLIMAS
We use a sequence of 300 images illustrated in figure 8(a). A planar
surface is gradually curved into a cylinder to assess the functionality of
our dual model on both planar and non-planar surfaces. For each image,
we reconstruct a 3D quadric from 6 virtual viewpoints and compute
the 2D distance between the predicted specularity and the detected
specularity. Our method has a mean error of 1% as opposed to 33% per
ellipse for [28].
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Figure 8: Comparison between primal JOLIMAS and the proposed
dual JOLIMAS. In this synthetic sequence, the curvature is increasing
at each frame as shown in (a). Using 6 camera poses, both the primal
and dual model are reconstructed and compared by comparing the
2D distance between specularity prediction and the contours of the
detected specularity. Our dual approach outperforms [28] with an
average error of 1% as opposed to 33% error on average for primal
JOLIMAS. We also tested the specularity prediction of our dual model
by reconstructing a 3D quadric on the planar surface (first frame) and
use it for the remaining curvature changes. Even if the error increases,
the specularity prediction remain reliable (7% on average).

6.2 Sensitivity to Curvature Changes
Since a specularity varies with geometry, and more particularly curva-
ture, is it difficult to predict an accurate specularity for a new viewpoint
with a different curvature. Using the previous sequence, we have tested
our sensitivity to curvature changes by reconstructing a 3D quadric for
the first case (planar) and predict the specularity for every frame. Even
if the error increases, the information provided remain coherent with
an average error of 7%, as seen in figure 8.

6.3 Specularity Prediction on Real Data
For real sequences, qualitative results are conducted on the specularity
prediction by comparing the predicted ellipse with the specularity con-
tours on each surface presenting specularities and with the specularity
prediction of primal JOLIMAS.

Context. We choose different objects with various curvatures and
materials under different lighting conditions. For the sequences rocket
replica, mug and yellow vase, the images have a resolution of 1280×
720. The camera poses are calculated with the constrained SLAM [36]
adapted to curved objects [23]. This SLAM uses the mesh reconstructed
with the HandySCAN 3D scanner which was computed beforehand.
For the billiard pool sequence, the images have a resolution of 640×
480. For this sequence, the camera poses are retrieved using Agisoft
PhotoScan3. The specularity detection is provided by [27] as a gray

3www.agisoft.com



scale image. We only use 6 images to reconstruct the 3D quadric for
each sequence.

All the results are illustrated in figure 1 and 9. A summary of the
results comparing our dual JOLIMAS to the primal one is given in table
1.

Rocket replica. In this sequence of 1410 frames, a metal rocket
replica is illuminated by a fluorescent lamp. As seen in figure 6(c),
our rocket mesh is divided in 7 convex pieces. However only 3 con-
vex pieces are used since the remaining one did not present specular
reflections. We achieve a precision of 2.1%, as opposed to a precision
of 32.8% for the primal model.

Mug. For this sequence of 300 frames, a porcelain mug is illumi-
nated by two light sources: a spot light and a fluorescent lamp different
from the rocket sequence. We are able to predict the two specularities
accurately with a prediction error of 1.3% since the curvature of the
object of interest is constant. The primal JOLIMAS predicts the specu-
larities with the appropriate shape but with the wrong positions, with
an error on average of 18.3%.

Yellow Vase. In this sequence of 1900 frames, a yellow vase made
of glass is illuminated by a spot light. This sequence is particularly
challenging due to the symmetry of the objects making the camera pose
estimation process prone to errors. In addition, the specularities on the
vase are very small, making the refinement of the 3D quadric estimation
difficult. However, we achieved a good precision with a specularity
prediction error per ellipse of 1.9% as opposed to a precision of 35.2%
for the primal model. This object was divided in 7 convex pieces as
shown in 6(d).

Billiard pool. In this sequence of 415 frames, three billiard balls
are illuminated by two light sources: a desktop lamp and a ceiling
lightbulb. This sequence is also challenging due to the small size of the
specularities. Dual JOLIMAS achieves a precision of 1.1% as opposed
to 51.4% for the primal model.

Table 1: Empirical validation of our model and its ability to predict spec-
ularities in images for the 3 real sequences presented in figure 9. For
varied curvatures and light sources, our method provides substantially
accurate results in comparison with primal JOLIMAS.

Prediction error (2D distance in %)
Sequence Primal [28] Dual (proposed)

Rocket replica 32.8 2.1
Mug 18.3 1.3
Vase 35.2 1.9

Billiard balls 51.4 1.1

7 APPLICATION IN DYNAMIC RETEXTURING

In augmented reality, it is sometimes useful to switch a previous real
texture by a synthetic one in order to display/highlight a new informa-
tion or cover an unwanted surface. This process is called retexturing.
In most cases, retexturing must be achieved seamlessly according to the
lighting conditions (intensity, shadows) and the geometry of the scene.
To improve the realism, we propose a dynamic retexturing application
using our specularity prediction to model the specularities on the new
textures. We improve the retexturing of [28] by adding a diffuse term
which is essential to represent self-shadows and intensity variations
which often appeared on non-planar surfaces. To further improve the
realism, we also compute the intensity and the color of the specularity
by learning them on every frame used for the quadric reconstruction.

Diffuse term computation We consider the input texture as the
ambient term commonly used in Phong’s model [32]. To add a diffuse
term, we use the centers of the reconstructed 3D quadrics as light source
position L and compute the diffuse term for each surface point P as:

Id =
k

∑
i=1

(
L̂i(P) · N̂(P)

)
, (4)

with Id the diffuse image, k the number of light sources and i the index
of the light source used.

Specularity learning and blending. For each frame used for
the 3D quadric reconstruction, we use the predicted ellipse and the
specularity detection to learn the specularity pattern. By matching the
shape of the different specularities, we retrieve the intensity evolution
and the color of the specularity. To ensure an adequate blending, we
interpolate the color of the boundary of the specularities with the diffuse
term around it. The full pipeline of the retexturing is illustrated in figure
10.

As illustrated in figure 11, our retexturing application allows us to
synthesize the specularity’s intensity and color and to create coherent
self-shadows in real-time.

8 COMPUTATION TIME

In table 2, we present the computation time for each step of our method
including the specularity prediction, the brightest point computation,
the 3D quadric reconstruction, the specularity prediction and the retex-
turing. We compute the results on an Intel i7 processor with a 2.70 GHz
frequency on the real sequences presented in figure 9. The 3D quadric
reconstruction takes 76.2 milliseconds on average and is performed
when a minimum of 6 keyframes is obtained. The 3D quadric is refined
for every new keyframe but takes this time 15 milliseconds on average
because only a few iterations is needed as opposed to the initial refine-
ment. The other steps are performed for each frame. Our method is
running at approximately 27 frames per second making it well adapted
to a real-time context. Our analysis was conducted without any GPU
implementation and parallelization.

Table 2: Computation time of JOLIMAS prediction and retexturing
analysis. Our method is running at approximately 27 frames per second
making our application suitable for real-time.

JOLIMAS’s reconstruction step Computation time (ms)
Specularity detection 12.1

Brightest point correction 8.3
3D quadric reconstruction 76.2

Specularity prediction 2.4
Retexturing 15.4

9 LIMITS OF THE APPROACH

The proposed dual JOLIMAS significantly improves on JOLIMAS [28]
but has limitations and failure cases, which we now describe. The
main limitation of dual JOLIMAS is the fact that it reconstructs one
quadric per convex surface and light source. This may be seen as an
incoherence in the model and may be computationally inefficient for
complex objects with many convex pieces. It would be more coherent
and efficient to have one quadric per light source and for all convex
surface pieces. In the example of the vase shown in figure 1, we could
use the seven specularities to reconstruct the 3D quadric associated with
the light source from a single image. Strictly speaking, dual JOLIMAS
does however not allow this type of reconstruction because it does
not handle curvature changes. In terms of the images, it requires the
observed specularity ellipses to fulfill the epipolar geometry. In practice
however, we have seen that mild variations of the surface’s curvature
can be handled well by dual JOLIMAS for smooth surfaces. Note
however that for stronger changes, turning a convex into a concave
surface, we have that the specularity’s shape changes topology and
can clearly not be modeled anyhow by the projection of a quadric. An
example is shown in figure 12(b). A failure case of dual JOLIMAS
is when a convex surface piece is made of materials with significantly
different reflectance properties. This will cause the scale of the best fit
specularity ellipse to change across the materials, and thus negatively
impact the quadric based model of dual JOLIMAS. An example is
shown in figure 12(b).



Figure 9: Specularity prediction on real sequences with various light sources and curvatures. In the first row, a rocket replica is illuminated by a
fluorescent lamp. We predict 3 specularities accurately by using dual JOLIMAS (right) as opposed to primal JOLIMAS (middle) which fails in
terms of position and shape of the predicted specularities. In the second row, a mug is illuminated by two light sources a desk and a fluorescent
one, which are used to test the capability of our model for multiple light sources varied in shape and intensity. For this object, our result is
particularly accurate due to the constant curvature of the object. Primal JOLIMAS predicts the correct scale of the specularities with wrong
position. In the third row, we use a vase illuminated by a desk lamp. This object is composed of 7 convex part giving seven specularities. In the
fourth row, we use three billiard balls illuminated by a desk lamp and a ceiling lightbulb. These last two sequences are particularly challenging
due to the camera pose errors caused by the difficulty of our localization method to handle symmetric objects and the limitations of the specularity
detection to handle very small specularities.

Frames used for the 3D quadric 
reconstruction

Computation of intensity 
variation and the color of 

the specularity

Retextured 
billiard ball

New viewpoint 
to retexture

Diffuse term Texture input

New texture (ambient term)

Blending of the specularities 
and the diffuse term using the 

specularities prediction

Dual JOLIMAS Quadric 
reconstruction

Use the center of the 
3D quadric as a point 

light source

Figure 10: Pipeline of the retexturing process. The method is divided in three main phases: the specularity reconstruction from frames used
for the 3D quadric reconstruction (top part), the diffuse term computation (bottom part) and the blending process between the specularity
reconstruction, alignment with the specularity prediction and the diffuse term. The specularity is reconstructed in terms of intensity variation and
color empirically from the predicted conics and the specularity detection image. To compute the diffuse term, we consider the center of the 3D
quadrics reconstructed as point light sources. We then compute the diffuse component according to [32]. The specularity and the diffuse term are
merged to create our retextured object. The addition of the diffuse term and blending of the specularities greatly improve the rendering.

10 DISCUSSION

Our future work will be to study the impact of roughness and curvature
changes on specularities. When reconstructing the 3D quadric, we
need to include slight changes of curvature and roughness because
these elements impact the specularity’s shape. To handle curvature
changes, it would be interesting to find an analytic solution linking

the curvature to the specularity’s shape close to what [4] achieved.
Moreover, we will need to study the materials on the specularity’s shape.
In our model, the reconstruction is still limited to a specific material
because the specularity’s shape is strongly influenced by the material
type. A first step would be to use material segmentation methods
such as [2, 12] to indicate to the algorithm a change in the specularity



Figure 11: Retexturing example on 3 sequences: the billiard pool, the
mug and the yellow vase. We can see that the specularities and the
shadows are coherent to the lighting context of the input image.

(a) (b)

Figure 12: Hard cases for JOLIMAS dual. In (a), we show how the
specularity is affected by the surface material in terms of scale even
for similar curvature. In this context, the ellipses associated to the
specularities would not respect the epipolar geometry. In (b), we
illustrate a fire extinguisher presenting a consequent curvature change
that will affect the specularity shape. In that case, we will not be able
to correctly predict the specularity in terms of scale.

shape. A perspective would be to train an algorithm from a database
of specularities on different materials with various light source shapes
and intensities to best predict the appropriate changes to apply to the
specularities to match the material of the surface. Our intensity function
uses the keyframe images to reconstruct the specularity appearance
but does not include the roughness. It could be interesting to compare
our specularity prediction with the segmentation of the specularity’s
contours to learn a roughness pattern (normal map or bump map) and
include it in the specularity prediction and retexturing steps.

11 CONCLUSION

To address the need for a specularity prediction process for augmented
reality and computer vision applications, we have presented a new
multiple-view geometric model of the specular shape called dual JOLI-
MAS. It extends primal JOLIMAS [28] under the same hypothesis of
elliptical specularity on convex surfaces. The main idea of the model is
to represent a specularity as a reflected image of the light source on a
mirror-like surface. This virtual light source can be modeled by a 3D
quadric whose perspective projection fits the specularity’s shape for
existing and new viewpoints according to the camera pose. The previ-
ous approach was limited to planar surfaces. For non-planar surfaces,
the ellipses fitted to the specularities are not epipolar consistent, which
defeats primal JOLIMAS. We used a virtual representation, computed
from a specific point in the specularity: the brightest point, which
follows the reflexion law of optics and which is not affected by the

distortion induced by the surface curvature. However, the computation
of this brightest point is not trivial due to the presence of noise in
the camera poses and in the normal of the meshes. For these reasons,
we implemented a robust brightest point estimation method following
optics rules. To ensure the genericity of our model to advanced meshes,
we used approximate convex decomposition to divide a mesh in convex
pieces. To predict every specularity in terms of shape, we reconstruct
a 3D quadric per convex piece and per light source. The predicted
specularity (as an ellipse) is obtained by projecting the reconstructed
3D quadric according to the virtual camera pose of the new viewpoint.
Our specularity prediction was evaluated in terms of robustness and
precision on synthetic and real sequences for multiple light sources
and objects. Among the possible applications of this prediction, we
presented a retexturing application to predict the intensity and color of
the specularity.
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